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ABSTRACT

Extreme weather and climate events, especially short-term excessive drought and wet periods over agricultural areas, have received increased attention. The Southern Great Plains (SGP) is one of the largest agricultural regions in North America and features the underlying Ogallala-High Plains Aquifer system worth great economic value due in large part to production gains from groundwater. Climate research over the SGP is needed to better understand complex coupled climate-hydrology-socioeconomic interactions critical to the sustainability of this region, especially under extreme climate scenarios. Here we studied growing-season extreme conditions using the Weather Research and Forecasting model (WRF). The six most extreme recent years, both wet and dry, were simulated to investigate the impacts of land-surface model and cumulus parameterization on the simulated hydroclimate. The results show that under short-term climate extremes, the land-surface model plays a more important role modulating the land-atmosphere water budget, and thus the entire regional climate, than the cumulus parameterization under current model configurations. Between the two land-surface models tested, the more sophisticated land-surface model produced significantly larger wet bias due in large part to overestimation of moisture flux convergence, which is attributed mainly to an overestimation of the surface evapotranspiration during the simulated period. The deficiencies of the cumulus parameterizations resulted in the model’s inability to depict the diurnal rainfall variability. Both land-surface processes and cumulus parameterizations remain the most challenging parts of regional climate modeling under extreme climates over the SGP, with the former strongly affecting the precipitation amount and the latter strongly affecting the precipitation pattern.
1. Introduction

The Southern Great Plains (SGP) of the United States is a key agricultural region in North America, which has experienced numerous climate extremes including major droughts (Schubert et al. 2008). As a mitigation strategy, irrigation started in the 1930’s with groundwater withdrawn from the underlying Ogallala-High Plains Aquifer (Kanemasu et al. 1983; McGuire 2009). The rapid growth in groundwater withdrawals has resulted in drastic declines of aquifer storage by more than 333 km$^3$ (McGuire 2009). Despite the rapid water table drawdown, irrigated acreage continues to expand to meet the socioeconomic demands for food and energy production (Basso et al. 2013). This trend, along with projected changes in land-atmosphere interaction, air temperature and precipitation (Barnston and Schickedanz 1984; Moore and Rojstaczer 2001, 2002; Mahmood et al. 2006; DeAngelis et al. 2010; Qian et al. 2013) raised major concerns about the sustainability of water resources over this region.

To better understand the complex climate-hydrology-socioeconomic interactions and establish long-term policies to ensure the water sustainability over the SGP, there is a strong need for research to improve our knowledge about precipitation processes and how other components of the climate system affect precipitation and in turn the variability of the regional hydrological cycle. Over the SGP region, summer rainfall is mostly produced from convective systems that are highly affected by the moisture transport from the Gulf of Mexico (Higgins et al. 1997) as well as the linked local atmospheric instability and soil moisture conditions through land-atmosphere coupling (Lee et al. 2010). This coupling is considered to be particularly strong in the SGP region as it is located in the transition zone between dry and wet climates (Koster et al. 2004).
Among the key tools for studying the land-atmosphere interactions are regional climate models (RCMs) (Dickinson et al. 1989; Leung et al. 2003; Liang et al. 2012). Compared to general circulation models (GCMs), RCMs have higher spatial resolution and are able to capture physical processes unresolvable with the coarser resolution in GCMs. However, even at a 10 km resolution, there are still small-scale processes that cannot be fully resolved by RCMs and have to be parameterized (Leung et al. 2003). Among them, convective processes and land-surface processes are directly related to the land-atmosphere coupling and are key to its strength. Parameterizations of these processes are critical for RCMs and can strongly affect precipitation variability (Ruane and Roads 2008).

Various cumulus parameterization schemes have been developed for RCMs and GCMs to represent local convection in the numerical simulations (Kuo 1974; Kain and Fritsch 1993; Betts and Miller 1993; Grell 1993; Janjić 1994; Zhang and McFarlane 1995). These schemes usually employ different trigger and closure assumptions, and are thus suitable for different convective regimes (Liang et al. 2004a, b; Mapes et al. 2004; Zhu and Liang 2007). Despite a plethora of convection schemes, precipitation events are still difficult to replicate accurately (Liang et al. 2007), especially extreme individual precipitation events that are highly sensitive to the parameterization of deep convection (Garrett and Müller 2008).

In addition to cumulus convection, physical processes at the land-atmosphere interface are also parameterized in RCMs and GCMs. With the improved knowledge of how groundwater and canopy processes can contribute to entire land-surface fluxes (Dickinson et al. 1998; Fan et al. 2007; Kollet and Maxwell 2008; Emanuel et al. 2013;
Leng et al. 2014; Yuan et al. 2014), land-surface models are now incorporating more comprehensive physics processes (Chen and Kumar 2001; Warrach et al. 2002; Niu et al. 2005, 2007; Miguez-Macho et al. 2007; Oleson et al. 2010; Choi and Liang 2010; Niu et al. 2011; Xie et al. 2012). For example, the widely used Noah land-surface model (Chen et al. 1996; Ek et al. 2003) has been augmented to become Noah-MP (with MP representing Multi-Physics) (Niu et al. 2011; Yang et al. 2011) in the Weather Research and Forecasting model (WRF) (Skamarock et al. 2008), with a set of parameterizations designed to improve the representations of groundwater process, canopy physics, snowpack influence and frozen soil impacts (Niu et al. 2011).

Since both land-surface processes and convection are key elements for understanding land-atmosphere interactions, the purpose of this study is to examine their relative importance in simulating regional hydroclimate and the model sensitivity to different parameterization schemes for these processes. In particular, we examine the model sensitivity under the unusually wet or dry conditions during the growing season (April-September). As extreme events like droughts and heavy precipitation have increased in frequency in the past 30 years over the Great Plains, especially in the last 15 years (Fig. 1), proper simulations of regional hydroclimate during the six most recent extremely wet (1997, 1999, and 2004) and dry (1998, 2000, and 2011) growing seasons are desired.

In WRF, a variety of cumulus parameterizations and other precipitation controls have been developed for more accurate water cycling. In this study, we will test the sensitivity of simulated hydrologic cycle over the SGP under extremely wet and dry growing-season conditions to two widely used cumulus parameterization schemes in WRF, namely, the G3D scheme (Grell and Devenyi 2002) and the Kain-Fritsch scheme (Kain and Fritsch
We will also test how much the “multi-physics” improvement of Noah-MP over the original Noah affects the simulated hydroclimate over this region. By carefully comparing the simulation results with the two cumulus parameterization schemes and the two land-surface models, we will address the following questions:

1. To what extent does inclusion of groundwater process and canopy physics in Noah-MP (as compared to the original Noah land-surface model) affect the simulated surface energy and atmospheric water balance over the SGP?

2. Based on the land-surface models and cumulus parameterizations applied here, which model process – land-surface or convection – has larger impacts on the simulated precipitation and other weather variables in the time scale of an entire growing season over the SGP during excessive wet and dry periods?

Section 2 describes the model configuration, experimental design, and the data used for model evaluation. Section 3 presents the simulation results and sensitivity analysis, with a focus on evaluating the simulated precipitation and atmospheric moisture budget (Section 3a-c), as well as the validation of surface latent heat flux (Section 3d). Our conclusions and discussion are presented in Section 4.

2. Model and Data

a. Model description and experimental design

The WRF model version 3.4.1 is used in this study to perform all simulations. All integrations were conducted from 1 February through 30 September of each of the selected wet and dry years. The first two months of outputs were discarded as model spin-up.
Our current choices of domain configuration and lateral boundary conditions were chosen based on a series of sensitivity runs with different domains and large-scale forcing fields. The current configuration (Fig. 2) consists of two two-way nested grids, with the outer grid centered at 35.16°N, 101.61°W over Amarillo, Texas and covering most of the contiguous United States, northern Mexico and the Gulf of Mexico and the inner grid over the SGP. The horizontal resolutions for the two grids are 27 km and 9 km, respectively, with 35 vertical layers from near the surface to the model top at 100 hPa.

Increasing the size of both the coarse and the fine grids and the position of the fine grid within the coarse grid did not result in significant differences in the results. Among the two large-scale forcing fields used, namely, the Climate Forecast System Reanalysis (CFSR) (Saha et al. 2010) and the North American Regional Reanalysis (NARR) (Mesinger et al. 2006), the CFSR dataset better resolved the topographic rainfall associated with the Rocky Mountains than the NARR in both the wet and dry years and was thus selected to provide initial and lateral boundary conditions for the WRF simulations.

For each of the six selected years, three numerical experiments were performed, representing different combinations of land-surface models and cumulus parameterizations (Table 1). Except for the differences in land-surface model and cumulus parameterization, all other model parameterizations are kept identical. These include WSM 6-class graupel scheme (Hong and Lim 2006) for explicitly resolved rainfall, the Mellor-Yamada-Janjić TKE scheme (Mellor and Yamada 1982; Janjić 1990, 1994, 2001) for planetary boundary layer, and the RRTM longwave radiation scheme (Mlawer et al. 1997) and the Dudhia shortwave radiation scheme (Dudhia 1989) for the
terrestrial and solar radiation processes, respectively.

b. Cumulus parameterizations

Modeling convection in this region is a challenge for many reasons including resolving the Great Plains low-level jet (Zhong et al. 1996; Weaver and Nigam 2011), describing the development of mesoscale convective complexes (Carbone and Tuttle 2008), and capturing dryline dynamics (Hoch and Markowski 2005). Cumulus parameterizations in numerical models are highly regime selective because they are based on fundamentally different assumptions and parameters (Liang et al. 2004a). Previous studies (Liang et al. 2004a) have shown that when convection is governed by large-scale tropospheric forcing, the Grell (1993) scheme better captures the nocturnal precipitation maximum over the Great Plains than the Kain-Fritsch scheme (Kain and Fritsch 1993; Kain 2004). The Kain-Fritsch scheme uses low-level vertical motion as a trigger function and the convective available potential energy removal as the closure, thus it can provides better simulations of convective processes associated with late afternoon thermodynamic vertical motion induced by heating at the lower boundary.

The SGP’s summer rainfall is a combination of the late-afternoon convective precipitation and the nighttime maxima associated with large-scale synoptic forcing, mainly the development of the low-level jet. Based on the Grell (1993) framework, the G3D cumulus parameterization scheme (Grell and Devenyi 2002) employs a large ensemble of closure assumptions and parameters that are commonly used in numerical models and uses statistical techniques to determine the optimal value for feedback to the entire model. In this study, the G3D scheme and the Kain-Fritsch scheme were used, as
each is likely to better describe part of the convective regime over the SGP region. The current study also examines the relative importance of the cumulus parameterizations relative to that of the land-surface model described below.

c. Land-surface models

The Noah land-surface model has been widely used by both operational weather and climate predictions and research communities (Ek et al. 2003; Hogue et al. 2005; De Haan et al. 2007; Xia et al. 2013). Problems in Noah are reported to be mainly induced by inadequate representations of the complete physical processes. These inadequacies are in the combined surface layer of vegetation and soil surface, a bulk layer of snow and soil, and the absence of groundwater processes (Niu et al. 2011). The Noah-MP was intended to overcome some of the shortcomings in the original Noah. The groundwater process included by Noah-MP introduced an unconfined aquifer to calculate the water exchange between the soil and groundwater, and applied a simple TOPMODEL (Beven and Kirkby 1979) based runoff scheme (Niu et al. 2005, 2007) to compute surface runoff and groundwater discharge (Niu et al. 2011). In this way, the immediate removal of the water below the 2-m soil in the Noah (free gravitational drainage scheme) can be represented in the Noah-MP to allow the vertical water exchange between soil and groundwater and thus maintain a longer soil moisture memory of the antecedent weather events and climate anomalies. Also the involvement of a separate canopy model in Noah-MP has significantly improved the physical realism of the vegetated area (Yang and Friedl 2003; Niu and Yang 2004) though improvements in simulated climate response have not been well studied. In this study, we compare the performance of the Noah-MP with Noah for
simulating the water cycle over the SGP during unusually wet and dry growing-season conditions.

d. Data and general analysis method

The surface variables from the three numerical experiments for each of the six years are evaluated with the forcing datasets of the North American Land Data Assimilation System project phase 2 (NLDAS-2) (Cosgrove et al. 2003; Luo et al. 2003; Xia et al. 2012). Among the eleven NLDAS-2 surface forcing variables, the hourly precipitation is provided by actual observations rather than model outputs. It is a product of a temporal disaggregation of a gauge-only Climate Prediction Center analysis of daily precipitation, performed directly on the NLDAS-2 grid (0.125 degree) and including an orographic adjustment based on the widely applied PRISM climatology (Cosgrove et al. 2003). In this study, the simulated precipitation and 2-m air temperature are evaluated using the NLDAS-2 forcing datasets, while the surface latent heat fluxes are evaluated using the Moderate Resolution Imaging Spectroradiometer (MODIS) satellite-derived global monthly evapotranspiration (ET) datasets (MOD16 hereafter, Mu et al. 2011). Large-scale atmospheric moisture budget is validated by NARR data. Most analysis focuses on the averages across all wet and all dry years and the overall difference between the wet and dry years, while analysis of individual year(s) is conducted only when more in-depth analysis is necessary to gain insight into processes. All analysis used results from the inner grid and general statistical methods were applied.  

3. Results
a. Daily precipitation

In this section, the simulated daily precipitation averaged over the SGP is evaluated relative to the observations. Figure 3 shows the growing-season time series of the observed and simulated daily precipitation averaged over the SGP. Regardless of the schemes used or wet/dry classification, all simulations adequately captured the daily and seasonal variations of the observed precipitation events. The simulated precipitation amount, however, differs substantially among the simulations and it appears to be much more sensitive to the choice of land-surface model than to the cumulus parameterization scheme. Noah-MP significantly enhances precipitation, leading to a substantial wet bias especially in summer and in dry years. It is interesting to note that it more than tripled the observed value of precipitation for the exceptionally dry summer of 2011. In comparison, the simulated rainfall difference induced by changing the cumulus parameterization is relatively small. Overall, the Noah-G3D agrees best with the observations in the amount and daily to seasonal variation especially in the dry years.

To quantify the simulation skill, model errors (Table 2) are calculated and are categorized into 3 types: total error [RMSE, Eq. (1)], systematic error [bias, Eq. (2)] and non-systematic error [RMSEdb, Eq. (3)] (Ruiz et al. 2010) as follows:

\[
RMSE = \sqrt{\frac{\sum (m_i - o_i)^2}{N}} \quad (1)
\]

\[
bias = \frac{\sum (m_i - o_i)}{N} \quad (2)
\]
\[ RMSE_{db} = \sqrt{\frac{\sum (m_i - o_i - \text{bias})^2}{N}} \]  

(3)

\[ R = \frac{\sum (m_i - \bar{m})(o_i - \bar{o})}{\sqrt{\sum (m_i - \bar{m})^2} \sqrt{\sum (o_i - \bar{o})^2}} \]  

(4)

where \( m_i \) is the spatially averaged daily precipitation from model outputs; \( o_i \) is the spatially averaged daily precipitation from observations; and \( N \) is the number of days of the growing season (183 for each year). \( R \) is the correlation coefficient between the temporal variations of the observed and modeled values [Eq. 4]. The results from 1997, 1999 and 2004 are averaged to represent the wet years while those from 1998, 2000 and 2011 are averaged to represent the dry years.

For all three numerical experiments, the total error, which is dominated by non-systematic errors, is larger for the wet years compared to the dry years (Table 2). Noah-G3D has the smallest total error for both wet and dry scenarios; the total errors in the other two experiments are comparable. The systematic error, which represents mean bias in the simulation, is relatively small and positive (wet bias) for Noah-MP based simulations while smaller and negative (dry bias) for Noah-G3D. The larger total error in wet years highlights the difficulties in replicating increased moisture transport and convection in the simulations. The differences corresponding to different land-surface models are more significant than those associated with different cumulus parameterizations.

Previous studies have shown that climate models may generate fairly realistic mean precipitation, resulting from the wet biases for light precipitation and dry biases for heavy
precipitation cancelling each other (DeAngelis et al. 2013). To better understand the
biases under different rainfall categories, we separate the domain-averaged daily
precipitation into 5 categories of 0-1, 1-3, 3-5, 5-10 and >10 (mm day\(^{-1}\)), referring to the
clear day, small rainfall events, median rainfall events, heavy rainfall episodes and
extreme rainfall events respectively. Figure 4 shows the mean, maximum (overestimation)
and minimum (underestimation) biases in each category by the three experiments.
Consistent with the above statistics, the Noah-G3D has dry mean biases overall,
especially for more intense rainfall, while the other two have relatively stable wet mean
biases in all categories. The maximum and minimum biases reveal the model’s
uncertainty in simulating individual daily precipitation events over this region through
the entire growing season. With Noah-G3D, these biases are about 50% less than those of
the other two in all categories, and significantly smaller in the 0-1 mm day\(^{-1}\) events, both
in dry and wet years. The shift from higher wet bias in light precipitation to higher dry
bias in heavy precipitation is common in many modeling studies (Iorio et al. 2004; Emori
et al. 2005; Kimoto et al. 2005; Kharin et al. 2007; Perkins et al. 2007; Sun et al. 2007;
Wehner et al. 2010). This feature is clear here in Noah-G3D, while the other two show
consistent wet biases throughout all categories. In general, the discrepancies between
Noah and Noah-MP are more significant than those between Noah-MP-G3D and Noah-
MP-KF. A percentiles box plot (not shown) of the spatially averaged daily rainfall biases
further demonstrates that besides the general overestimation by Noah-MP-G3D and
Noah-MP-KF and underestimation by Noah-G3D, more biases are produced in wet years
than dry years.
Figure 5 shows the spatial distribution of the growing-season mean daily precipitation from the three experiments and observations in all six years. Replacing Noah by Noah-MP yields significant wet biases across the study domain and the Noah-G3D produces the best spatial distributions for dry years. Updating the land-surface model from Noah to Noah-MP affects the simulated precipitation amount more than the spatial distribution, while the use of the two cumulus schemes leads to larger changes in spatial pattern than the amount. The centered pattern correlation coefficients (anomalies from a central mean) of mean daily precipitation are listed in Table 3. The dry-year simulations, in general, have a higher pattern correlation than that of the wet years. While Noah-G3D produces better agreement with the observed precipitation amounts in both dry and wet years (Table 2) and higher spatial correlation in dry years, Noah-MP has higher spatial correlation with the observed pattern in wet years.

b. Atmospheric moisture flux

Moisture availability is an important factor for rainfall amount, especially for a region like the SGP that relies heavily on the remote moisture source from the Gulf of Mexico (Higgins et al. 1997; Whiteman et al. 1997). To help understand the differences in the simulated precipitation over the SGP, this section examines how well the simulations capture moisture transport into and out of the SGP region. The growing-season averages of horizontal moisture fluxes across the four lateral boundaries boarding SGP are calculated by averaging hourly model outputs in wet and dry years from the three simulations. These simulated moisture fluxes are then compared with the observed fluxes that are estimated using NARR data averaged over the 3-h interval for the entire growing
season. The results of the comparisons are shown in Figs. 6 and 7 for wet and dry years, respectively, and the corresponding vertically integrated moisture flux values at the four lateral boundaries are listed in Tables 4 and 5. Since the elevations of the SGP range from 300-1000 m from the east to the west, with the majority over 750 m, our analysis of the moisture transport starts from 950 hPa.

As shown in Figs. 6 and 7, the spatial patterns of the moisture flux at all four boundaries are well simulated both in wet and dry years compared to NARR. The patterns are also very similar between dry and wet years, although the magnitudes differ. In both wet and dry years, a significant amount of moisture influx to the region is found at the southern boundary in the lower troposphere below 850 hPa, most of which can be attributed to the transport of moisture from the Gulf of Mexico by the Great Plains low-level jet (identified with 850-hPa wind fields, not shown). All three experiments reasonably capture this southerly influx in both wet and dry years, with slight overestimation in the amount (Table 4).

More moisture influx between 950-850 hPa at the eastern and southern boundary is found in NARR during wet years compared to dry years (Figs. 6a and 7a). This feature is well captured by Noah-MP-based simulations, but Noah-G3D underestimated the entrainment at the lower eastern boundary (Figs. 6 and 7, East, blue shaded area) due possibly to the smaller amount of simulated convective rainfall over the entire SGP compared to Noah-MP (not shown). The Rockies prohibit most of the direct moisture transfer to the SGP from the west in the lower boundary. By acting as an elevated heating source, the Rockies may prompt, under weak synoptic forcing, the development of a daytime mountain-plain circulation that drives subsidence over the SGP and outflow...
toward the foothills to the west of the SGP (Ruane 2010). This outflow is stronger in wet years than dry years as revealed by NARR, and has been well represented by all simulations (Figs. 6 and 7, West). In the lower boundary layer (below 850 hPa) during wet years, the Noah-MP-G3D has the least bias in SGP net moisture flux with only slight overestimation, while Noah-G3D has the least bias in dry years with slight underestimation (Table 4). This tendency of biases coincides with the mean bias (systematic error) of the simulated spatially averaged daily precipitation discussed above (Table 2).

From 850 to 700 hPa, the moisture transferred into the SGP from the west is enhanced to about 50% of that from the south in the NARR reanalysis (Table 5), representing the secondary moisture source at this layer. This westerly moisture influx above the boundary layer is represented by all experiments in both wet and dry years, but with 20%-50% overestimation. The biases in the simulated southerly moisture transport are larger in this layer than in the layer below 850 hPa, with Noah-G3D underestimating by 10% (dry) to 14% (wet) and Noah-MP overestimating 15% (wet) to 24% (dry) compared to NARR. Discrepancies in the simulated moisture source between the three experiments are also much larger than that in the lower boundary layer.

In general, the simulated atmospheric moisture fluxes into and out of the SGP are evidently sensitive to the choice of land-surface model and cumulus parameterization, with a stronger sensitivity to the land-surface model. All three experiments overestimate the moisture transport into this region from 950 to 700 hPa (source bias in Tables 4 and 5). Noah-G3D has the smallest source bias in both wet and dry years and Noah-MP has two to three times the bias of Noah-G3D. The net biases from 950 to 700 hPa in units of
kg kg\(^{-1}\) m s\(^{-1}\), which represents the moisture flux convergence error in this region, are 2.16 (2.19) in wet (dry) years for Noah-G3D; 3.53 (4.07) in wet (dry) years for Noah-MP-G3D; and 4.40 (5.10) in wet (dry) years for Noah-MP-KF. The Noah-MP-KF has the largest bias both in the moisture source and the net flux in the boundary layer (source bias and net bias in Table 4), with the main wet bias coming from the south. In the mid level between 850-700 hPa (Table 5), the Kain-Fritsch scheme better represents the moisture transport from the west boundary both in wet and dry years, where the air parcels and convection cells propagating eastward are highly related to the thermodynamic convective process. This better representation cancels out part of the overestimation in representing the southerly flow and results in better performance for resolving both the moisture source and net flux in this layer than the Noah-MP-G3D.

The NARR reanalysis reveals that the major difference between wet and dry years comes from the moisture source from the south being 10% higher in wet years than dry years. Generally speaking, the G3D cumulus parameterization better resolves the Great Plains low-level jet in magnitude than the Kain-Fritsch scheme, while Noah better represents the moisture source from 950 to 700 hPa than Noah-MP, which has a very large wet bias. Moisture sources for the SGP between 850 and 700 hPa are bifurcated into two parts: southerly and westerly, both of which, especially the westerly transport, remain a challenge for models to simulate. The main biases in both moisture source and net flux originate from this layer, suggesting difficulties in addressing the dynamics of moisture transport and precipitation processes in the regional climate model. A previous study showed that the well-simulated Great Plains low-level jet is not guaranteed for the accurate representation of the rainfall over this area, especially the nocturnal maximum.
When an adequate moisture source is provided, the physics and dynamical processes in the convection schemes are pivotal for the summer rainfall over the SGP yet need to be improved.

c. Diurnal rainfall and moisture flux variability

As mentioned earlier, growing-season precipitation over the SGP region is characterized by a pronounced diurnal signal with maximum rainfall usually occurring at night (Dai et al. 1999; Carbone et al. 2002; Carbone and Tuttle 2008; Liang et al. 2004a; Ruane 2010). Thus, it is important to understand how the simulated diurnal cycle of rainfall is affected by the cumulus parameterization and land-surface model. The primary factors affecting the diurnal variability of precipitation over the SGP are the diurnal variation of large-scale moisture flux convergence associated with the Great Plains low-level jet (Whiteman et al. 1997) and the thermal instability of the lower atmosphere (local convection and the convective systems propagated eastward from the Rockies). Though the role of the low-level jet as a corridor of enhanced convergence and lifting, moisture transport and frontogenesis has been widely accepted (Tuttle and Davis 2006; Cook et al. 2008), multiple studies have also noted that the eastward propagation of convective systems from the Rockies to the Great Plains plays an essential role in the observed nocturnal rainfall peak in this area and even farther to the east (Maddox 1980; Augustine and Caracena 1994; Carbone et al. 2002; Carbone and Tuttle 2008; Davis et al. 2003; Jiang et al. 2006). For example, by using the NARR reanalysis data, Jiang et al. (2006) found that nearly half of the summer rainfall over the Great Plains is associated with this eastward propagating system, and with radar observations, the proportion increased to 60%
This eastward propagation feature is prominent in the observations of the cases studied here (Fig. 8a). The observed diurnal precipitation evolution in both the wet and dry years illustrate an eastward propagation of the precipitation system at a speed of \( \sim 18 \text{ m s}^{-1} \) between 1900 and 0400 DST (Daylight Saving Time). In wet years, the peak appears mostly to the northeast of the Great Plains low-level jet core (\(-101^\circ W\)), which agrees with a previous study showing the associated positive precipitation anomalies occurring under the jet-exit region with the strengthening of the low-level jet (Weaver and Nigam 2008). Two out of the three dry years (1998 and 2011) had maximum precipitation near the western boundary around 1900-2000 DST. This difference in the observed pattern between wet and dry years suggests different mechanisms affecting the diurnal rainfall process in the corresponding extreme climate years over the SGP. The models essentially fail to capture this phenomenon (Figs. 8b-d). The simulated precipitation events all tend to appear simultaneously from the west to east too early at around 1600-2000 DST (Figs. 8b-d), with the peak value mostly occurring west of 101.5° W. The differences in spatial distribution are much more obvious between different cumulus parameterizations than between land-surface models, with Noah-MP-KF having the largest bias in the rainfall diurnal evolution pattern.

Figure 9 shows comparisons of the simulated diurnal cycles of the spatially averaged rainfall (Fig. 9a) and 2-m air temperature (Fig. 9b) with the NLADS-2 data and the layered atmospheric moisture flux at the western and the southern boundaries of SGP with the NARR data (Figs. 9c-f). The observed precipitation peaks around midnight in wet years and a little earlier in dry years. The simulated precipitation, however, peaks between 1600-1800 DST, leading the observed peak by 1-4 h. Noah represents this
diurnal variation slightly better than Noah-MP (Fig. 9a). The agreement between the
simulated and the observed precipitation amount appears to change depending on the
time of day: Noah-G3D agrees reasonably well during daytime hours, but underestimates
precipitation at night, while Noah-MP-G3D and Noah-MP-KF substantially overestimate
precipitation in the afternoon, but improve at night. Comparing the two cumulus schemes,
the peak with the Kain-Fritsch scheme is 1-2 h closer in time to the observed peak, but
the overestimation is more significant than that with the G3D scheme. The precipitation
anomalies are usually related to the temperature anomalies, but all three experiments
capture the diurnal variation of 2-m air temperature reasonably well both in phase and
magnitude (Fig. 9b).

The westerly and southerly moisture fluxes (Figs. 9c-f) refer to the vertically
integrated moisture flux at the western and southern boundary in the corresponding layer.
All simulations capture these flux variations reasonably well. The westerly moisture flow
at the western boundary represents the eastward propagating convection systems into the
western boundary of the SGP region, while the southerly moisture flow at the southern
boundary represents the moisture transport mainly from the Gulf of Mexico northward
into the SGP by the low-level jet. The patterns and magnitudes of the southerly moisture
flux between 950-850hPa (Fig. 9d) are well simulated, and the differences between wet
and dry years are small both in the NARR reanalysis and model outputs. This indicates
that the moisture carried by the low-level jet into the SGP below 850 hPa is not a limiting
factor to the precipitation differences between the wet and dry years.

The phase of the low-level jet variation (Fig. 9d) coincides well with that of the
westerly flow aloft between 850-700 hPa (Fig. 9e). This overlay structure produces
vertical wind shear that favors persistence of deep convection and helps organize small convective systems into larger convective complexes. The veering wind profile is also indicative of warm advection that is typically associated with mesoscale upward motion, which is important to maintain many nocturnal mesoscale convective systems. In the cases studied here, this mechanism is also strengthened by the climax of meridional mid-level (850-700 hPa) moisture flux around midnight (Fig. 9f). All experiments capture these moisture flux variations quite well, but all fail to represent the nocturnal maximum precipitation, suggesting possible deficiencies in the cumulus parameterizations in depicting deep convection. The outflow at the lower western boundary caused by the mountain-plain circulation during daytime is well captured in all experiments (10-19 DST, Fig. 9c). But the nighttime divergence is considerably lower than that of NARR (22-07 DST, Fig. 9c). This is partly due to the simulations missing the nocturnal maximum precipitation, which induces subsidence over the SGP and thus outflow in the western lower boundary.

It is noteworthy that the largest discrepancies between the moisture fluxes simulated by the three experiments exist in the southern boundary, between 850-700 hPa (Fig. 9f), with the Noah-MP significantly enhancing the moisture flux especially around midnight. The Noah-G3D moisture flux is about 30% (daytime) to 50% (nighttime) lower compared to the moisture flux in the Noah-MP-based simulations, generating more accurate variations in dry years, with comparable biases in wet years (Fig. 9f). Aside from the overestimation in this incoming moisture flux into the SGP, Noah-MP also considerably overestimates the net meridional moisture convergence over this region (Table 5). Zhang and Klein (2010) investigated the mechanisms affecting the transition
from shallow to deep convection over the SGP by using the observed diurnal cycle data, suggesting that the moisture content above the boundary layer is critical for the early onset of the afternoon precipitation events as well as its duration. Studies also showed direct connection between the increased mid-level moisture convergence and the enhanced rainfall (Cook et al. 2008). The overestimation of the mid-level meridional moisture convergence by Noah-MP based simulations directly contributes to the overestimated rainfall amount and its earlier peaking in late afternoon (Fig. 9a).

In general, the impact of the two land-surface models on the moisture flux is significantly higher than that of the cumulus parameterizations, and thus has a larger effect on the diurnal rainfall variation (especially the intensity). By investigating the normalized covariance between the atmospheric water budget components and rainfall on diurnal scales over the Great Plains, Ruane (2010) concluded that subsidence induced by large-scale mountain-plain circulation helps accumulate the inhibitive convective energy during the daytime, which is then released by the eastward propagating convective system at night and triggers nocturnal precipitation. The low-level jet then acts as a moisture corridor contributing to the strengthening of convection, generating spectacular storms at night. Due to deficiencies in the cumulus parameterizations, appropriate representations of this diurnal feature still remain problematic and challenging for most regional climate models.

d. Surface energy flux and 2-m air temperature

In an attempt to explain the large systematic differences in the simulated precipitation amount and atmospheric moisture flux between Noah and Noah-MP, the simulated
monthly averaged surface latent heat fluxes (the energy form of ET) are compared with the MOD16 datasets (Mu et al. 2011, Fig. 10). The MOD16 monthly surface latent heat flux dataset covers 2000 through 2013, overlapping three of our studied years (2000, 2004 and 2011). Previous studies have shown an important connection between local precipitation and the upstream ET (Georgescu et al. 2003; Laird et al. 2010). Here, the spatially averaged latent heat flux from both the SGP region and the upstream area (Fig. 2 green rectangle, defined by the 850-hPa wind fields, not shown) for the three overlapping years are examined. As shown in Fig. 10, the trend of the monthly variation in MOD16 is well captured by both land-surface models, though Noah-MP provides significant overestimates in both the SGP and the upstream area for all three years. The overestimation of ET by Noah-MP was also found in Cai et al. (2014), based on an offline study of the hydrological cycle in the Mississippi River Basin over four different vegetation types (grassland, cropland, forest and shrubland). As implied by the authors (Cai et al. 2014), a possible reason for this overestimate of ET by Noah-MP is the over-predicted leaf area index (LAI) by the dynamic leaf model (Dickinson et al. 1998; Yang and Niu 2003; Niu et al. 2011) that was incorporated into Noah-MP. This, however, does not appear to be the case in our study because the predicted LAI in Noah-MP is smaller than the prescribed LAI in Noah (not shown) although the vegetation cover in SGP and the upstream areas is dominated by grassland. Instead, significantly higher top layer soil moisture is produced by Noah-MP (Fig. 11) during summer (May-August), contributing directly to the overestimated ET. ET estimates are also too large in the original Noah land-surface model, especially in wet years, although the magnitudes of the differences
are much smaller. Overestimation of ET on grassland with Noah in summer months was also noted in Jaksa et al. (2013).

The simulated 2-m air temperatures (Fig. 12) are reasonably accurate during the spring, with more discrepancies among three experiments in the summer when the simulated Bowen Ratio (ratio of sensible heat flux to latent heat flux, not shown) also differs the most among the experiments. Smaller simulated sensible heat fluxes (not shown) are found in Noah-MP-based simulations, which corresponds to the underestimation of the air temperature by as much as 5 K, while Noah-G3D yields temperature fluctuations that are closer to the observed fluctuations, with cold biases mostly within 3 K.

4. Summary and discussions

The current study examined the sensitivity of WRF simulations of growing-season hydrologic cycle over the SGP to the choices of cumulus parameterization schemes and land-surface models in wet and dry years. Specifically, two cumulus parameterizations, G3D and Kain-Fritsch, and two land-surface models, Noah and Noah-MP, are tested.

The main difference between the wet and dry years in the atmospheric moisture source lies in the intensity of the Great Plains low-level jet. In wet years, a stronger low-level jet favors the intensification of rainfall to the northeast of the jet-exit region, while in dry years the core of precipitation shifts westward to the western boundary of the SGP and occurs earlier, with thermal instability contributing more to the precipitation process. Our results show significant modifications by the Noah-MP over Noah in surface energy fluxes and the atmospheric water budget, with the former significantly increasing surface
ET and enhancing the moisture flux convergence in this region, resulting in considerable rainfall overestimation. In general, the Noah-G3D exhibits the smallest total error in the simulated daily precipitation amount in both wet and dry years; best captures the spatial mean daily precipitation pattern and diurnal variation of rainfall in dry years, but has errors that are comparable to those with Noah-MP in wet years.

Compared with the cumulus parameterization scheme, the land-surface model exerts larger influence on the simulated diurnal rainfall variability as well. The eastward propagation of the convective systems from the Rockies, an important factor for precipitation over SGP, has been difficult for most numerical weather models to simulate (Davis et al. 2003) and is not well captured by either of the two cumulus parameterizations applied here. Appropriate representation of the rainfall diurnal features over the SGP by numerical models requires: 1) accurately resolving the elevated topographic heating source and initialization of the convection along the eastern slope of the Rockies; 2) accurately depicting the eastward propagation of convective systems under favorable large-scale synoptic flow and vertical wind shear conditions; 3) adequately describing the dynamics of the Great Plains low-level jet both in phase and amplitude, and 4) incorporating a cumulus parameterization that includes the interactions of the physical processes stated above. Both cumulus parameterizations applied in this study remain problematic in representing these features, suggesting that further attention and improvements are necessary.

Major improvements from Noah to Noah-MP include the canopy process, groundwater interaction and the snow process. For the simulated growing-season extreme climates over the SGP, the canopy process and groundwater interaction are expected to
account for most of the differences generated between these two land-surface models. The dynamic leaf model in the canopy module of Noah-MP, however, underestimates the LAI significantly relative to the prescribed LAI from the NOAA/AVHRR used in Noah, which can significantly reduce the canopy portion of ET and increase the bare soil evaporation. Also as a landscape featuring an underlying aquifer system, the inclusion of groundwater processes is critical to produce a reasonable representation of the coupled water cycle in the subsurface. But due to uncertainties in the deep soil textures and the related hydraulic parameters, the initial condition errors and coarse model resolution, the water table depth remains difficult to simulate in the current Noah-MP groundwater module. Cai et al. (2014) concluded that the differences between the simulated water table depth (2-14 m) by Noah-MP in the Mississippi River Basin and the observed one (around 0-80 m) is mainly caused by the coarse spatial resolution, which is 0.125 degree in their study.

The significant overestimate of surface ET with Noah-MP may be associated with three main factors. First, less LAI is predicted by the dynamic leaf model, which reduces canopy interception and enhances soil moisture. Second, it is difficult to calibrate three soil parameters (surface dryness factor, saturated hydraulic conductivity, and saturated soil moisture) that are considered to be highly sensitive for Noah-MP to simulate the land-surface hydrologic cycle. All three parameters remain highly uncertain for deep soil layers in different regions, and are difficult to calibrate, especially in the arid and semiarid regions (Cai et al. 2014). Third, there are possible interactive problems with the boundary layer scheme. The land-surface model and the planetary boundary layer schemes strongly interact with each other in calculating the lower-atmosphere
temperature and moisture tendencies (Zhong and Doran 1995, 1997; Steeneveld et al. 2006; Santanello et al. 2007). The development of the low-level jet, a key factor for the moisture transport in this region, relies heavily on the boundary layer physics (Qian et al. 2013). There are multiple choices of boundary layer schemes, and for this study the MYJ scheme (Mellor and Yamada 1982; Janjić 1990, 1994, 2001) is used. It is possible that the results may change when a different boundary layer scheme is coupled with Noah and Noah-MP, yet testing all possible coupling is beyond the scope of this study. Model errors can also be caused by the impacts of irrigation over this area, whose effect on the regional climate should not be ignored (DeAngelis et al. 2010; Harding and Snyder 2012a, b; Leng et al. 2013; Qian et al. 2013).
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Table 1. Description of experiments.

<table>
<thead>
<tr>
<th>Experiments</th>
<th>Cumulus parameterization</th>
<th>Land-surface Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noah-G3D</td>
<td>G3D</td>
<td>Noah</td>
</tr>
<tr>
<td>Noah-MP-G3D</td>
<td>G3D</td>
<td>Noah-MP</td>
</tr>
<tr>
<td>Noah-MP-KF</td>
<td>Kain-Fritsch</td>
<td>Noah-MP</td>
</tr>
</tbody>
</table>
Table 2. Statistics for spatially averaged daily precipitation.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Total Error</th>
<th>Systematic Error</th>
<th>Non-Systematic Error</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wet  Dry</td>
<td>Wet  Dry</td>
<td>Wet  Dry</td>
<td>Wet  Dry</td>
</tr>
<tr>
<td>Noah-G3D</td>
<td>2.75 1.63</td>
<td>-0.91 -0.28</td>
<td>2.60 1.60</td>
<td>0.69 0.61</td>
</tr>
<tr>
<td>Noah-MP-G3D</td>
<td>3.36 3.21</td>
<td>0.76 1.28</td>
<td>3.25 2.94</td>
<td>0.69 0.65</td>
</tr>
<tr>
<td>Noah-MP-KF</td>
<td>3.58 3.35</td>
<td>1.00 1.36</td>
<td>3.43 3.05</td>
<td>0.66 0.55</td>
</tr>
</tbody>
</table>
Table 3. Centered pattern correlation coefficients between the observed and the simulated pattern of growing-season mean daily precipitation for the three experiments at each of the six years.

<table>
<thead>
<tr>
<th></th>
<th>Noah-G3D</th>
<th>Noah-MP-G3D</th>
<th>Noah-MP-KF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1997</td>
<td>0.25</td>
<td>0.53</td>
<td>0.18</td>
</tr>
<tr>
<td>1999</td>
<td>0.33</td>
<td>0.20</td>
<td>0.27</td>
</tr>
<tr>
<td>2004</td>
<td>0.06</td>
<td>0.15</td>
<td>0.26</td>
</tr>
<tr>
<td>Wet-years average</td>
<td><strong>0.21</strong></td>
<td><strong>0.29</strong></td>
<td><strong>0.24</strong></td>
</tr>
<tr>
<td>1998</td>
<td>0.61</td>
<td>0.78</td>
<td>0.55</td>
</tr>
<tr>
<td>2000</td>
<td>0.19</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td>2011</td>
<td>0.74</td>
<td>0.18</td>
<td>0.73</td>
</tr>
<tr>
<td>Dry-years average</td>
<td><strong>0.51</strong></td>
<td><strong>0.32</strong></td>
<td><strong>0.44</strong></td>
</tr>
</tbody>
</table>
Table 4. Vertically integrated meridional and zonal moisture flux (kg kg$^{-1}$ m s$^{-1}$) and its biases averaged in wet and dry years between 950-850 hPa (positive values refer to moisture flows into the SGP and vice versa. Source bias indicates biases at the southern boundary, and net bias indicates the total bias).

<table>
<thead>
<tr>
<th></th>
<th>Wet</th>
<th>Dry</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NARR</td>
<td>Noah-G3D</td>
</tr>
<tr>
<td>West</td>
<td>-0.58</td>
<td>-0.03</td>
</tr>
<tr>
<td>East</td>
<td>-0.93</td>
<td>-3.12</td>
</tr>
<tr>
<td>South</td>
<td>7.24</td>
<td>7.42</td>
</tr>
<tr>
<td>North</td>
<td>-2.84</td>
<td>-2.00</td>
</tr>
<tr>
<td><strong>Zonal</strong></td>
<td><strong>-1.51</strong></td>
<td><strong>-3.15</strong></td>
</tr>
<tr>
<td>Meridional</td>
<td>4.40</td>
<td>5.42</td>
</tr>
<tr>
<td>Source bias</td>
<td>NA</td>
<td>0.18</td>
</tr>
<tr>
<td>Net bias</td>
<td>NA</td>
<td>-0.62</td>
</tr>
<tr>
<td>West</td>
<td>-0.30</td>
<td>0.20</td>
</tr>
<tr>
<td>East</td>
<td>-1.70</td>
<td>-3.73</td>
</tr>
<tr>
<td>South</td>
<td>6.55</td>
<td>6.84</td>
</tr>
<tr>
<td>North</td>
<td>-2.11</td>
<td>-1.39</td>
</tr>
<tr>
<td><strong>Zonal</strong></td>
<td><strong>-2.00</strong></td>
<td><strong>-3.53</strong></td>
</tr>
<tr>
<td>Meridional</td>
<td>4.44</td>
<td>5.45</td>
</tr>
<tr>
<td>Source bias</td>
<td>NA</td>
<td>0.29</td>
</tr>
<tr>
<td>Net bias</td>
<td>NA</td>
<td>-0.52</td>
</tr>
</tbody>
</table>
Table 5. As in Table 4, but between 850-700 hPa (source bias indicates the integrated bias at the southern and western boundary).

<table>
<thead>
<tr>
<th></th>
<th>NARR</th>
<th>Noah-G3D</th>
<th>Noah-MP-G3D</th>
<th>Noah-MP-KF</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Wet</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>3.18</td>
<td>4.85</td>
<td>4.46</td>
<td>4.23</td>
</tr>
<tr>
<td>East</td>
<td>-8.56</td>
<td>-7.33</td>
<td>-8.14</td>
<td>-7.81</td>
</tr>
<tr>
<td>South</td>
<td>6.76</td>
<td>5.70</td>
<td>7.79</td>
<td>7.81</td>
</tr>
<tr>
<td>North</td>
<td>-4.76</td>
<td>-3.82</td>
<td>-4.42</td>
<td>-4.97</td>
</tr>
<tr>
<td>Zonal</td>
<td>-5.38</td>
<td>-2.48</td>
<td>-3.68</td>
<td>-3.58</td>
</tr>
<tr>
<td>Meridional</td>
<td>2.00</td>
<td>1.88</td>
<td>3.37</td>
<td>2.84</td>
</tr>
<tr>
<td><strong>Source bias</strong></td>
<td>NA</td>
<td>0.61</td>
<td>2.31</td>
<td>2.10</td>
</tr>
<tr>
<td><strong>Net bias</strong></td>
<td>NA</td>
<td>2.78</td>
<td>3.07</td>
<td>2.64</td>
</tr>
<tr>
<td><strong>Dry</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>3.27</td>
<td>4.81</td>
<td>4.16</td>
<td>3.92</td>
</tr>
<tr>
<td>East</td>
<td>-7.95</td>
<td>-7.32</td>
<td>-7.92</td>
<td>-7.71</td>
</tr>
<tr>
<td>South</td>
<td>6.16</td>
<td>5.56</td>
<td>7.65</td>
<td>7.50</td>
</tr>
<tr>
<td>North</td>
<td>-4.11</td>
<td>-2.97</td>
<td>-3.62</td>
<td>-3.59</td>
</tr>
<tr>
<td>Zonal</td>
<td>-4.68</td>
<td>-2.51</td>
<td>-3.76</td>
<td>-3.79</td>
</tr>
<tr>
<td>Meridional</td>
<td>2.05</td>
<td>2.59</td>
<td>4.03</td>
<td>3.91</td>
</tr>
<tr>
<td><strong>Source bias</strong></td>
<td>NA</td>
<td>0.94</td>
<td>2.38</td>
<td>1.99</td>
</tr>
<tr>
<td><strong>Net bias</strong></td>
<td>NA</td>
<td>2.71</td>
<td>2.90</td>
<td>2.75</td>
</tr>
</tbody>
</table>
Fig. 1. Observed growing-season accumulated precipitation (mm) over the Great Plains and the Southern Great Plains (SGP) (purple and blue rectangles in Fig. 2).

Fig. 2. Map of the study area and domain configuration. The black and red rectangles indicate the outer and inner mesh, respectively; the purple and blue rectangles outline the areas over the Great Plains and the SGP that are used for the analysis; the green rectangle denotes the upstream area; the gray polygon is the outline of the Ogallala-High Plains Aquifer.

Fig. 3. Observed and simulated daily precipitation (mm day$^{-1}$) over the SGP.

Fig. 4. Categorized daily precipitation bias over SGP. The five categories (0-1, 1-3, 3-5, 5-10, >10 mm day$^{-1}$) are defined by observation.

Fig. 5. Spatial distribution of the growing-season mean daily precipitation (mm day$^{-1}$) by (a) observation, (b) Noah-G3D, (c) Noah-MP-G3D, and (d) Noah-MP-KF.

Fig. 6. Growing-season mean moisture flux (g kg$^{-1}$ m$^{-1}$ s$^{-1}$) from (a) NARR, (b) Noah-G3D, (c) Noah-MP-G3D, and (d) Noah-MP-KF at the four lateral boundaries over the SGP averaged over the wet years (1997, 1999, and 2004). Red denotes northward or eastward flow and blue indicates southward or westward flow. The dashed lines outline the region where seasonal averaged daily mean meridional wind speed is greater than 5 m s$^{-1}$.

Fig. 7. Growing-season mean moisture flux (g kg$^{-1}$ m$^{-1}$ s$^{-1}$) from (a) NARR, (b) Noah-G3D, (c) Noah-MP-G3D, and (d) Noah-MP-KF at the four lateral boundaries over the
SGP averaged over the dry years (1998, 2000, and 2011). Red denotes northward or eastward flow and blue indicates southward or westward flow. The dashed lines outline the region where seasonal averaged daily mean meridional wind speed is greater than 5 m s\(^{-1}\).

Fig. 8. Hovmöller diagram (DST versus 0.125° longitude bin) of growing-season diurnal precipitation averaged between 31.688°N - 38.813°N for (a) observation, (b) Noah-G3D, (c) Noah-MP-G3D, and (d) Noah-MP-KF.

Fig. 9. Wet-year (left) and dry-year (right) averaged diurnal variations of (a) precipitation (mm h\(^{-1}\)) and (b) 2-m air temperature (K); vertically integrated moisture flux (kg kg\(^{-1}\) m s\(^{-1}\)) between 950 and 850 hPa at (c) the western and (d) the southern lateral boundaries; vertically integrated moisture flux (kg kg\(^{-1}\) m s\(^{-1}\)) between 850 and 700 hPa at (e) the western and (f) the southern lateral boundaries over the SGP. Black cross in the moisture flux denotes NARR reanalysis and black line with crosses denotes NLDAS-2 forcing datasets. Positive value in the moisture flux indicates moisture imported into the region and vice versa.

Fig. 10. Monthly mean surface latent heat flux (J m\(^{-2}\) day\(^{-1}\)) over the SGP and the upstream area (Fig. 2) from the simulations and the MOD16 datasets.

Fig. 11. Simulated daily mean top layer soil moisture (m\(^{3}\) m\(^{-3}\)) over the SGP.

Fig. 12. Daily mean 2-m air temperature (K) over the SGP from the simulations and the NLDAS-2 forcing datasets.
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